
The Scope and Likely Clinical Impact 
of Race-correction in Algorithms  

Who Gets Health Care and Why: 
AI, Race and Health Equity  

NIHCM Foundation 

28 September 2021 

David S. Jones, M.D., Ph.D.

Ackerman Professor of the Culture of Medicine 

Harvard College Professor 

Professor of Epidemiology 

Harvard University



Should we provide different 
medical care to people of 

different races and ethnicities…

… because of their races and 
ethnicities?



Race (and racism) is pervasive in medical practice: 

Race adjustment 
Race correction 
Race norming 
Risk calculators 
Treatment guidelines 

… though much of this is unique to medicine in the United States



A 13 point scale 
High score = High risk



The graphic nomogram derived from the logistic
regression is presented in Figure 2. This nomogram is
used by locating each patient characteristic and find-
ing the number of points, on the uppermost point
scale, to which that characteristic corresponds. For
example, a maternal age of 26 years corresponds to
approximately 10 points. Once the number of points
generated from all of a patient’s characteristics are
added together, that sum is found on the “total points”
scale, and the predicted probability of VBAC is the
probability on the lowermost scale that is obtained by
drawing a vertical line from the “total points” to the
“probability” scale. Thus, a patient whose character-
istics result in 60 total points has an approximately
78% chance of having a VBAC.

The cross-validation procedure showed that the
performance of the nomogram on the test set was
similar to that originally determined from the training
set, with an area under the curve that remained 0.75.
Figure 3 compares the predicted rates of VBAC with

the empirical probabilities of VBAC for women in the
test set. The estimated curve and its 95% confidence
band confirm the overall consistency between the
predicted and empirical probabilities and the ade-
quate calibration of the nomogram.

Lastly, examples of the nomogram’s predictive
capability are illustrated by the calculation of VBAC
success for four hypothetical pregnant women. Table
3 presents the characteristics of these women, the total
number of points generated by these characteristics
from the nomogram, and the final predicted chance
(with the corresponding 95% confidence interval) of
VBAC for each individual woman.

DISCUSSION
To this point in time, physicians have had several
potential strategies that could be used to counsel a
woman about her probability of having a VBAC if
she undergoes a trial of labor. The simplest strategy
uses the reported success rate, or range of rates, for
the entire population of women who attempt a
VBAC. When counseled with this strategy, a woman
would be told her chances of a VBAC are approxi-
mately 60–80%.12 Although clearly simple, this ap-
proach does not make any attempt to individualize
prediction, and women of vastly different risk status
are placed into one group of similar risk.

A more individualized approach makes use of
the many factors that have been associated with
VBAC. Some examples of these factors include

Logistic Regression Equation for Prediction
of Achieving VBAC After a Trial of Labor
Predicted probability of successful VBAC!exp(w)/
[1"exp(w)], where w!3.766–0.039(age)–0.060 (prepreg-
nancy body mass index)–0.671 (African-American race)–
0.680 (Hispanic race)"0.888 (any prior vaginal
delivery)"1.003 (vaginal delivery after prior cesarean)–
0.632 (recurring indication for cesarean)

Table 2. Factors Associated With Vaginal Birth After Cesarean Delivery in Multivariable Logistic
Regression

Variable Odds Ratio
95% Confidence

Interval

Maternal age (y) 0.96 0.95–0.97
Body mass index (kg/m2) at first prenatal visit 0.94 0.93–0.95
Maternal race

White and others Referent —
Latina 0.51 0.44–0.59
African American 0.51 0.44–0.59

Recurring indication for cesarean delivery 0.53 0.48–0.60
Any prior vaginal delivery 2.43 2.04–2.89
Vaginal delivery after prior cesarean 2.73 2.21–3.36

Fig. 1. Receiver operating characteristic curve for the
logistic regression model for prediction of vaginal birth after
cesarean delivery resulting from a trial of labor.
Grobman. VBAC Prediction. Obstet Gynecol 2007.
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Development of a Nomogram for Prediction
of Vaginal Birth After Cesarean Delivery
William A. Grobman, MD, MBA, Yinglei Lai, PhD, Mark B. Landon, MD, Catherine Y. Spong, MD,
Kenneth J. Leveno, MD, Dwight J. Rouse, MD, MSPH, Michael W. Varner, MD, Atef H. Moawad, MD,
Steve N. Caritis, MD, Margaret Harper, MD, Ronald J. Wapner, MD, Yoram Sorokin, MD,
Menachem Miodovnik, MD, Marshall Carpenter, MD, Mary J. O’Sullivan, MD, Baha M. Sibai, MD,
Oded Langer, MD, John M. Thorp, MD, Susan M. Ramin, MD, and Brian M. Mercer, MD,
for the National Institute of Child Health and Human Development (NICHD) Maternal–Fetal
Medicine Units Network (MFMU)*

OBJECTIVE: To develop a model based on factors avail-
able at the first prenatal visit that predicts chance of
successful vaginal birth after cesarean delivery (VBAC) for
individual patients who undergo a trial of labor.

METHODS: All women with one prior low transverse
cesarean who underwent a trial of labor at term with a
vertex singleton gestation were identified from a concur-
rently collected database of deliveries at 19 academic
centers during a 4-year period. Using factors identifiable
at the first prenatal visit, we analyzed different classifica-
tion techniques in an effort to develop a meaningful
prediction model for VBAC success. After development
and cross-validation, this model was represented by a
graphic nomogram.
RESULTS: Seven-thousand six hundred sixty women
were available for analysis. The prediction model is based
on a multivariable logistic regression, including the vari-
ables of maternal age, body mass index, ethnicity, prior
vaginal delivery, the occurrence of a VBAC, and a poten-
tially recurrent indication for the cesarean delivery. After
analyzing the model with cross-validation techniques, it
was found to be both accurate and discriminating.
CONCLUSION: A predictive nomogram, which incorpo-
rates six variables easily ascertainable at the first prenatal
visit, has been developed that allows the determination
of a patient-specific chance for successful VBAC for those
women who undertake trial of labor.
(Obstet Gynecol 2007;109:806–12)

LEVEL OF EVIDENCE: II

Pregnant women who have had a prior cesarean
delivery often are confronted with the decision of

whether to attempt a trial of labor. One important
component in this decision-making process is the
likelihood that a trial of labor will result in a vaginal
delivery. Correspondingly, investigators have at-
tempted to elucidate the factors that are associated
with successful vaginal birth after cesarean delivery
(VBAC). Some of the factors that have been repeat-

See related editorial on page 796.

* For members of the NICHD MFMU, see the Appendix.
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M e d i c i n e  a n d  S o c i e t y
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Debra Malina, Ph.D., Editor

Hidden in Plain Sight — Reconsidering the Use 
of Race Correction in Clinical Algorithms

Darshali A. Vyas, M.D., Leo G. Eisenstein, M.D., and David S. Jones, M.D., Ph.D.

Physicians still lack consensus on the meaning 
of race. When the Journal took up the topic in 
2003 with a debate about the role of race in 
medicine, one side argued that racial and ethnic 
categories reflected underlying population ge-
netics and could be clinically useful.1 Others 
held that any small benefit was outweighed by 
potential harms that arose from the long, rotten 
history of racism in medicine.2 Weighing the 
two sides, the accompanying Perspective article 
concluded that though the concept of race was 
“fraught with sensitivities and fueled by past 
abuses and the potential for future abuses,” 
race-based medicine still had potential: “it seems 
unwise to abandon the practice of recording race 
when we have barely begun to understand the 
architecture of the human genome.”3

The next year, a randomized trial showed that 
a combination of hydralazine and isosorbide 
dinitrate reduced mortality due to heart failure 
among patients who identified themselves as 
black. The Food and Drug Administration grant-
ed a race-specific indication for that product, 
BiDil, in 2005.4 Even though BiDil’s ultimate com-
mercial failure cast doubt on race-based medi-
cine, it did not lay the approach to rest. Prominent 
geneticists have repeatedly called on physicians to 
take race seriously,5,6 while distinguished social 
scientists vehemently contest these calls.7,8

Our understanding of race and human genet-
ics has advanced considerably since 2003, yet 
these insights have not led to clear guidelines on 
the use of race in medicine. The result is ongoing 
conflict between the latest insights from popula-
tion genetics and the clinical implementation of 
race. For example, despite mounting evidence that 
race is not a reliable proxy for genetic difference, 
the belief that it is has become embedded, some-
times insidiously, within medical practice. One 
subtle insertion of race into medicine involves 

diagnostic algorithms and practice guidelines 
that adjust or “correct” their outputs on the basis 
of a patient’s race or ethnicity. Physicians use these 
algorithms to individualize risk assessment and 
guide clinical decisions. By embedding race into 
the basic data and decisions of health care, these 
algorithms propagate race-based medicine. Many 
of these race-adjusted algorithms guide decisions 
in ways that may direct more attention or re-
sources to white patients than to members of ra-
cial and ethnic minorities.

To illustrate the potential dangers of such 
practices, we have compiled a partial list of race-
adjusted algorithms (Table 1). We explore several 
of them in detail here. Given their potential to 
perpetuate or even amplify race-based health 
inequities, they merit thorough scrutiny.

C ardiology

The American Heart Association (AHA) Get with 
the Guidelines–Heart Failure Risk Score predicts 
the risk of death in patients admitted to the hos-
pital.9 It assigns three additional points to any pa-
tient identified as “nonblack,” thereby categoriz-
ing all black patients as being at lower risk. The 
AHA does not provide a rationale for this adjust-
ment. Clinicians are advised to use this risk score 
to guide decisions about referral to cardiology 
and allocation of health care resources. Since 
“black” is equated with lower risk, following the 
guidelines could direct care away from black pa-
tients. A 2019 study found that race may influ-
ence decisions in heart-failure management, with 
measurable consequences: black and Latinx pa-
tients who presented to a Boston emergency de-
partment with heart failure were less likely than 
white patients to be admitted to the cardiology 
service.24

Cardiac surgeons also consider race. The So-

The New England Journal of Medicine 
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Table 1. Examples of Race Correction in Clinical Medicine.*

Tool and Clinical Utility Input Variables Use of Race Equity Concern

Cardiology

The American Heart Association’s Get with the 
Guidelines–Heart Failure9 (https://www 
. mdcalc . com/  gwtg - heart - failure - risk - score)  
 
Predicts in-hospital mortality in patients with 
acute heart failure. Clinicians are advised to use 
this risk stratification to guide decisions regard-
ing initiating medical therapy.

Systolic blood pressure
Blood urea nitrogen
Sodium
Age
Heart rate
History of COPD
Race: black or nonblack

Adds 3 points to the risk score if the pa-
tient is identified as nonblack. This 
addition increases the estimated prob-
ability of death (higher scores predict 
higher mortality).

The original study envisioned using this score 
to “increase the use of recommended 
medical therapy in high-risk patients and 
reduce resource utilization in those at low 
risk.”9 The race correction regards black 
patients as lower risk and may raise the 
threshold for using clinical resources for 
black patients.

Cardiac surgery

The Society of Thoracic Surgeons Short Term 
Risk Calculator10 (http://riskcalc . sts . org/ 
 stswebriskcalc/  calculate)  
 
Calculates a patient’s risks of complications and 
death with the most common cardiac surger-
ies. Considers >60 variables, some of which are 
listed here.

Operation type
Age and sex
Race: black/African American, Asian, 

American Indian/Alaskan Native, 
Native Hawaiian/Pacific Islander, 
or “Hispanic, Latino or Spanish 
ethnicity”; white race is the default 
setting.

BMI

The risk score for operative mortality and 
major complications increases (in 
some cases, by 20%) if a patient is 
identified as black. Identification as 
another nonwhite race or ethnicity does 
not increase the risk score for death, 
but it does change the risk score for 
major complications such as renal fail-
ure, stroke, and prolonged ventilation.

When used preoperatively to assess a pa-
tient’s risk, these calculations could steer 
minority patients, deemed higher risk, 
away from these procedures.

Nephrology

Estimated glomerular filtration rate (eGFR) 
MDRD and CKD-EPI equations11 (https://
ukidney . com/  nephrology - resources/  egfr 
- calculator)  
 
Estimates glomerular filtration rate on the basis 
of a measurement of serum creatinine.

Serum creatinine
Age and sex
Race: black vs. white or other

The MDRD equation reports a higher eGFR 
(by a factor of 1.210) if the patient is 
identified as black. This adjustment is 
similar in magnitude to the correction 
for sex (0.742 if female).

The CKD-EPI equation (which included a 
larger number of black patients in the 
study population), proposes a more 
modest race correction (by a factor 
of 1.159) if the patient is identified as 
black. This correction is larger than the 
correction for sex (1.018 if female).

Both equations report higher eGFR values 
(given the same creatinine measurement) 
for patients identified as black, suggesting 
better kidney function. These higher eGFR 
values may delay referral to specialist care 
or listing for kidney transplantation.

Organ Procurement and Transplantation 
Network: Kidney Donor Risk Index (KDRI)12 
(https://optn . transplant . hrsa . gov/  resources/ 
 allocation - calculators/  kdpi - calculator/  )  
 
Estimates predicted risk of donor kidney graft 
failure, which is used to predict viability of po-
tential kidney donor.†

Age
Hypertension, diabetes
Serum creatinine level
Cause of death (e.g., cerebrovascular 

accident)
Donation after cardiac death
Hepatitis C
Height and weight
HLA matching
Cold ischemia
En bloc transplantation
Double kidney transplantation
Race: African American

Increases the predicted risk of kidney graft 
failure if the potential donor is identi-
fied as African American (coefficient, 
0.179), a risk adjustment intermediate 
between those for hypertension (0.126) 
and diabetes (0.130) and that for el-
evated creatinine (0.209–0.220).

Use of this tool may reduce the pool of 
African-American kidney donors in the 
United States. Since African-American 
patients are more likely to receive kidneys 
from African-American donors, by reduc-
ing the pool of available kidneys, the KDRI 
could exacerbate this racial inequity in ac-
cess to kidneys for transplantation.
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This is not a call for race-blind medicine. 

We need to be race-conscious without 
making things worse.



LETTERS

Genes mirror geography within Europe
John Novembre1,2, Toby Johnson4,5,6, Katarzyna Bryc7, Zoltán Kutalik4,6, Adam R. Boyko7, Adam Auton7,
Amit Indap7, Karen S. King8, Sven Bergmann4,6, Matthew R. Nelson8, Matthew Stephens2,3&Carlos D. Bustamante7

Understanding the genetic structure of human populations is of
fundamental interest to medical, forensic and anthropological
sciences. Advances in high-throughput genotyping technology
have markedly improved our understanding of global patterns
of human genetic variation and suggest the potential to use large
samples to uncover variation among closely spaced populations1–5.
Here we characterize genetic variation in a sample of 3,000
European individuals genotyped at over half a million variable
DNA sites in the human genome. Despite low average levels of
genetic differentiation among Europeans, we find a close corres-
pondence between genetic and geographic distances; indeed, a
geographical map of Europe arises naturally as an efficient two-
dimensional summary of genetic variation in Europeans. The
results emphasize that whenmapping the genetic basis of a disease
phenotype, spurious associations can arise if genetic structure is
not properly accounted for. In addition, the results are relevant to
the prospects of genetic ancestry testing6; an individual’s DNA can
be used to infer their geographic origin with surprising accuracy—
often to within a few hundred kilometres.

Recent studies suggest that by combining high-throughput geno-
typing technologies with dense geographic samples one can shed light
on unanswered questions regarding human population structure1–5.
For instance, it is not clear to what extent populations within con-
tinental regions exist as discrete genetic clusters versus as a genetic
continuum, nor how precisely one can assign an individual to a
geographic location on the basis of their genetic information alone.

To investigate these questions, we surveyed genetic variation in a
sample of 3,192 European individuals collected and genotyped as
part of the larger Population Reference Sample (POPRES) project7.
Individuals were genotyped at 500,568 loci using theAffymetrix 500K
single nucleotide polymorphism (SNP) chip. When available, we
used the country of origin of each individual’s grandparents to deter-
mine the geographic location that best represents each individual’s
ancestry, otherwise we used the self-reported country of birth (see
Methods and Supplementary Tables 1 and 2). After removing SNPs
with low-quality scores, we applied various stringency criteria to
avoid sampling individuals from outside of Europe, to create more
even sample sizes across Europe, to exclude individuals with grand-
parental ancestry from more than location, and to avoid potential
complications of SNPs in high linkage disequilibrium (see Methods
and Supplementary Table 3). Although our main result holds even
when we relax nearly all of these stringency criteria, we focus our
analyses on genotype data from 197,146 loci in 1,387 individuals
(Supplementary Table 2), for whom we have high confidence of
individual origins.

We used principal components analysis (PCA; ref. 8) to produce a
two-dimensional visual summary of the observed genetic variation.

The resulting figure bears a notable resemblance to a geographic map
of Europe (Fig. 1a). Individuals from the same geographic region
cluster together and major populations are distinguishable.
Geographically adjacent populations typically abut each other, and
recognizable geographical features of Europe such as the Iberian
peninsula, the Italian peninsula, southeastern Europe, Cyprus and
Turkey are apparent. The data reveal structure even among French-,
German- and Italian-speaking groups within Switzerland (Fig. 1b),
and between Ireland and the United Kingdom (Fig. 1a, IE and GB).
Within some countries individuals are strongly differentiated along
the principal component (PC) axes, suggesting that in some cases the
resolution of the genetic data may exceed that of the available geo-
graphic information.

When we quantitatively compare the geographic position of coun-
tries with their PC-based genetic positions, we observe few pro-
minent differences between the two (Supplementary Fig. 1), and
those that exist can be explained either by small sample sizes (for
example, Slovakia (SK)) or by the coarseness of our geographic data
(a problem for large countries, for example, Russia (RU)); see
Supplementary Information for more detail. Our method also iden-
tifies a few individuals who exhibit large differences between their
genetic and geographic positions (Supplementary Fig. 2). These indi-
viduals may have mis-specified ancestral origins or be recent
migrants. In addition, although the sample used here is unlikely to
include many members of smaller genetically isolated populations
that exist within countries (for example, Basque residing in Spain or
France, Orcadians in Scotland, or individuals of Jewish ancestry), in
rare cases outlying individuals could reflect membership of such
groups. For example, a small set of Italian individuals cluster ‘south-
west’ of the main Italian cluster and one might speculate they are
individuals of insular Italian origin (for example, Sardinia or Sicily).

The overall geographic pattern in Fig. 1a fits the theoretical
expectation for models in which genetic similarity decays with dis-
tance in a two-dimensional habitat, as opposed to expectations for
models involving discrete well-differentiated populations. Indeed, in
these data genetic correlation between pairs of individuals tends to
decay with distance (Fig. 1c). For spatially structured data, theory
predicts the top two principal components (PCs 1 and 2) to be
correlated with perpendicular geographic axes9, which is what we
observe (r25 0.71 for PC1 versus latitude; r25 0.72 for PC2 versus
longitude; after rotation, r25 0.77 for ‘north–south’ in PC-space
versus latitude, and r25 0.78 for ‘east–west’ in PC-space versus lon-
gitude). In contrast, when there are K discrete populations sampled,
one expects discrete clusters to be separated out along K2 1 of the
top PCs8. In our analysis, neither the first two PCs, nor subsequent
PCs, separate clusters as one would expect for a set of discrete, well-
differentiated populations (see ref. 8 for examples).

1Department of Ecology and Evolutionary Biology, Interdepartmental Program in Bioinformatics, University of California–Los Angeles, Los Angeles, California 90095, USA.
2Department of HumanGenetics, 3Department of Statistics, University of Chicago, Chicago, Illinois 60637, USA. 4Department ofMedical Genetics, 5University Institute for Social and
PreventativeMedecine, Centre Hospitalier Universitaire Vaudois (CHUV), University of Lausanne, Rue de Bugnon 27 - DGM 328, CH-1005 Lausanne, Switzerland. 6Swiss Institute of
Bioinformatics, Central Administration, Quartier Sorge - Batiment Genopode, 1015 Lausanne, Switzerland. 7Department of Biological Statistics and Computational Biology, Cornell
University, Ithaca, New York 14853, USA. 8GlaxoSmithKline, Research Triangle Park, North Carolina 27709, USA.
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For the common causes of death, illness, ED visits, etc., 
how much do genetic variants matter, 

especially those with a known “racial” distribution? 

The risks: miscategorization, reification, and distraction.



Harm #1: Miscategorization 

What do the US race/ethnicity 
categories really mean?



Proposal: 

Race is a useful proxy for racism in medical data 

Is it?

From: NEJM Letter onbehalfof@manuscriptcentral.com
Subject: Correspondence re: Your New England Journal of Medicine Article

Date: October 7, 2020 at 3:52 PM
To: dsjones@harvard.edu

Dear Dr. Jones,

Below, please find a copy of a letter concerning your recently published article.  This correspondence will not be published in the
Journal and has been forwarded in case you wish to reply to the writers directly.

Thank you.

Sincerely,

Debra Malina, Ph.D.
Perspective Editor

New England Journal of Medicine
10 Shattuck Street
Boston, MA 02115
(617) 734-9800
Fax: (617) 739-9864
http://www.nejm.org

09-Jul-2020

To the Editor:

While many agree that there is very little evidence to support a biologic explanation for race based differences in health outcomes,
racism has proven indisputable negative impacts on health.  Currently, race is the only available placeholder for racism, which needs
to be accounted for.  The absence of ‘proof’ for some of the observed differences in outcomes by race is tied to the absence of
science which has not yet developed any consistent measurement for racism – an important mechanism via which race generates
poor outcomes.  When race is included in models that predict higher risk, and that higher risk is then used to design and deliver
interventions, including race ensures that treatment is appropriately matched to outcomes.  Underprediction of risk in these instances
has been associated with harm and has disproportionately impacted socially vulnerable populations, who due to structural racism are
disproportionately black.1-3 Hopefully one day the beta for race will be zero. Until then, there are instances in which including race is
crucial to ensure equitable care delivery.

Hammond, Gmerice; Joynt Maddox, Karen E.
Washington University in Saint Louis, Washington University in Saint Louis School of Medicine,

Colantonio LD, Richman JS, Carson AP, et al. Performance of the Atherosclerotic Cardiovascular Disease Pooled Cohort Risk
Equations by Social Deprivation Status. J Am Heart Assoc. 2017;6(3).

Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of populations.
Science. 2019;366(6464):447-453.

Joynt Maddox KE, Reidhead M, Hu J, et al. Adjusting for social risk factors impacts performance and penalties in the hospital
readmissions reduction program. Health Serv Res. 2019;54(2):327-336.

Dr. Gmerice Hammond
Washington University in Saint Louis
Saint Louis, Missouri
United States
ghammond@wustl.edu, gmerice@gmail.com



Harm #2: Reification 

What is race? 
Is race a natural kind? 

What are the risks of saying that it is?



Harm #3: Distraction 

Does our preoccupation with race 
distract us from other, more 

important, factors?



We need to consider race (and racism) — but how? 

Continue to map the genetic structure of human variations. 

Develop better categories of human difference (or adequate ancestry 
informative markers), though this might be an intractable problem. 

Be wary of the use of race in predictive tools. 

We need to do a much better job with SES — but how? 

Markers that describe multiple aspects of lived experience. 

Longitudinal datasets that allow the integration of exposures over a lifetime. 

Sophisticated analyses that can discern cause and effect in complex, multi-
dimensional datasets.



AI algorithms must be designed deliberately to avoid 
recapitulating the problems of race and racism



RESEARCH ARTICLE
◥

ECONOMICS

Dissecting racial bias in an algorithm used to manage
the health of populations
Ziad Obermeyer1,2*, Brian Powers3, Christine Vogeli4, Sendhil Mullainathan5*†

Health systems rely on commercial prediction algorithms to identify and help patients with complex
health needs. We show that a widely used algorithm, typical of this industry-wide approach and
affecting millions of patients, exhibits significant racial bias: At a given risk score, Black patients
are considerably sicker than White patients, as evidenced by signs of uncontrolled illnesses.
Remedying this disparity would increase the percentage of Black patients receiving additional
help from 17.7 to 46.5%. The bias arises because the algorithm predicts health care costs rather than
illness, but unequal access to care means that we spend less money caring for Black patients than
for White patients. Thus, despite health care cost appearing to be an effective proxy for health
by some measures of predictive accuracy, large racial biases arise. We suggest that the choice of
convenient, seemingly effective proxies for ground truth can be an important source of algorithmic
bias in many contexts.

T
here is growing concern that algorithms
may reproduce racial and gender dis-
parities via the people building them or
through the data used to train them (1–3).
Empirical work is increasingly lending

support to these concerns. For example, job
search ads for highly paid positions are less
likely to be presented to women (4), searches
for distinctively Black-sounding names are
more likely to trigger ads for arrest records
(5), and image searches for professions such
as CEO produce fewer images of women (6).
Facial recognition systems increasingly used
in law enforcement perform worse on recog-
nizing faces of women and Black individuals
(7, 8), and natural language processing algo-
rithms encode language in gendered ways (9).
Empirical investigations of algorithmic bias,

though, have been hindered by a key constraint:
Algorithms deployed on large scales are typically
proprietary, making it difficult for indepen-
dent researchers to dissect them. Instead, re-
searchers must work “from the outside,” often
with great ingenuity, and resort to clever work-
arounds such as audit studies. Such efforts can
document disparities, but understanding how
and why they arise—much less figuring out
what to do about them—is difficult without
greater access to the algorithms themselves.
Our understanding of a mechanism therefore
typically relies on theory or exercises with

researcher-created algorithms (10–13). With-
out an algorithm’s training data, objective func-
tion, and predictionmethodology, we can only
guess as to the actual mechanisms for the
important algorithmic disparities that arise.
In this study, we exploit a rich dataset that

provides insight into a live, scaled algorithm
deployed nationwide today. It is one of the
largest and most typical examples of a class
of commercial risk-prediction tools that, by
industry estimates, are applied to roughly
200 million people in the United States each
year. Large health systems and payers rely on
this algorithm to target patients for “high-risk
care management” programs. These programs
seek to improve the care of patients with
complex health needs by providing additional
resources, including greater attention from
trained providers, to help ensure that care is
well coordinated. Most health systems use
these programs as the cornerstone of pop-
ulation health management efforts, and they
are widely considered effective at improving
outcomes and satisfaction while reducing costs
(14–17). Because the programs are themselves
expensive—with costs going toward teams of
dedicated nurses, extra primary care appoint-
ment slots, and other scarce resources—health
systems rely extensively on algorithms to iden-
tify patients who will benefit the most (18, 19).
Identifying patients who will derive the

greatest benefit from these programs is a
challenging causal inference problem that
requires estimation of individual treatment ef-
fects. To solve this problem, health systems
make a key assumption: Those with the great-
est care needs will benefit the most from the
program. Under this assumption, the targeting
problem becomes a pure prediction policy prob-
lem (20). Developers then build algorithms

that rely on past data to build a predictor of
future health care needs.
Our dataset describes one such typical algo-

rithm. It contains both the algorithm’s predic-
tions as well as the data needed to understand
its inner workings: that is, the underlying in-
gredients used to form the algorithm (data,
objective function, etc.) and links to a rich
set of outcome data. Because we have the
inputs, outputs, and eventual outcomes, our
data allow us a rare opportunity to quantify
racial disparities in algorithms and isolate the
mechanisms by which they arise. It should be
emphasized that this algorithm is not unique.
Rather, it is emblematic of a generalized ap-
proach to risk prediction in the health sec-
tor, widely adopted by a range of for- and
non-profit medical centers and governmental
agencies (21).
Our analysis has implications beyond what

we learn about this particular algorithm. First,
the specific problem solved by this algorithm
has analogies in many other sectors: The pre-
dicted risk of some future outcome (in our
case, health care needs) is widely used to tar-
get policy interventions under the assumption
that the treatment effect is monotonic in that
risk, and the methods used to build the algo-
rithm are standard. Mechanisms of bias un-
covered in this study likely operate elsewhere.
Second, even beyond our particular finding,
we hope that this exercise illustrates the im-
portance, and the large opportunity, of study-
ing algorithmic bias in health care, not just
as a model system but also in its own right. By
any standard—e.g., number of lives affected,
life-and-death consequences of the decision—
health is one of the most important and wide-
spread social sectors in which algorithms are
already used at scale today, unbeknownst
to many.

Data and analytic strategy

Working with a large academic hospital, we
identified all primary care patients enrolled
in risk-based contracts from2013 to 2015. Our
primary interest was in studying differences
betweenWhite and Black patients.We formed
race categories by using hospital records,which
are based onpatient self-reporting. Any patient
who identified as Black was considered to be
Black for the purpose of this analysis. Of the
remaining patients, those who self-identified
as races other thanWhite (e.g., Hispanic) were
so considered (data on these patients are pre-
sented in table S1 and fig. S1 in the supplemen-
tary materials). We considered all remaining
patients to beWhite. This approach allowed
us to study one particular racial difference of
social and historical interest between patients
who self-identified as Black and patients who
self-identified as White without another race
or ethnicity; it has the disadvantage of not
allowing for the study of intersectional racial
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By Ruha Benjamin

A
s more organizations and indus-

tries adopt digital tools to identify 

risk and allocate resources, the au-

tomation of racial discrimination is 

a growing concern. Social scientists 

have been at the forefront of study-

ing the historical, political, economic, and 

ethical dimensions of such tools (1–3). But 

most analysts do not have access to widely 

used proprietary algorithms and so can-

not typically identify the precise mecha-

nisms that produce disparate outcomes. 

On page 447 of this issue, Obermeyer et 

al. (4) report one of the first studies to 

examine the outputs and inputs of an al-

gorithm that predicts health risk, and in-

fluences treatment, of millions of people. 

They found that because the tool was de-

signed to predict the cost of care as a proxy 

for health needs, Black patients with the 

same risk score as White patients tend to 

be much sicker, because providers spend 

much less on their care overall. This study 

contributes greatly to a more socially con-

scious approach to technology develop-

ment, demonstrating how a seemingly 

benign choice of label (that is, health cost) 

initiates a process with potentially life-

threatening results. Whereas in a previous 

era, the intention to deepen racial inequi-

ties was more explicit, today coded ineq-

uity is perpetuated precisely because those 

who design and adopt such tools are not 

thinking carefully about systemic racism.

Obermeyer et al. gained access to the train-

ing data, algorithm, and contextual data for 

one of the largest commercial tools used by 

health insurers to assess the health profiles 

for millions of patients. The purpose of the 

tool is to identify a subset of patients who re-

quire additional attention for complex health 

needs before the situation becomes too dire 

and costly. Given increased pressure by the 

Affordable Care Act to minimize spending, 

most hospital systems now utilize predictive 

tools to decide how to invest resources. In 

addition to identifying the precise mecha-

nism that produces biased predictions, Ober-

meyer et al. were able to quantify the racial 

disparity and create alternative algorithmic 

predictors.

Practically speaking, their finding means 

that if two people have the same risk score 

that indicates they do not need to be enrolled 

in a “high-risk management program,” the 

health of the Black patient is likely much 

worse than that of their White counterpart. 

According to Obermeyer et al., if the predic-

tive tool were recalibrated to actual needs 

on the basis of the number and severity of 

active chronic illnesses, then twice as many 

Black patients would be identified for inter-

vention. Notably, the researchers went well 

beyond the algorithm developers by con-

structing a more fine-grained measure of 

health outcomes, by extracting and clean-

ing data from electronic health records to 

determine the severity, not just the number, 

of conditions. Crucially, they found that so 

long as the tool remains effective at pre-

dicting costs, the outputs will continue to 

be racially biased by design, even as they 

may not explicitly attempt to take race into 

account. For this reason, Obermeyer et al. 

engage the literature on “problem formula-

tion,” which illustrates that depending on 

how one defines the problem to be solved—

whether to lower health care costs or to 

increase access to care—the outcomes will 

vary considerably.

To grasp the broader implications of the 

study, consider this hypothetical: The year 

is 1951 and an African American mother of 

five, Henrietta Lacks, goes to Johns Hopkins 

Hospital with pain, bleeding, and a knot 

in her stomach. After Lacks is tested and 

treated with radium tubes, she is “digitally 

triaged” (2) using a new state-of-the-art risk 

assessment tool that suggests to hospital 

staff the next course of action. Because the 

tool assesses risk using the predicted cost 

of care, and because far less has commonly 

been spent on Black patients despite their 

actual needs, the automated system un-

derestimates the level of attention Lacks 

needs. On the basis of the results, she is 

discharged, her health rapidly deteriorates, 
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Assessing risk, automating racism
A health care algorithm reflects underlying racial bias in society

Racial bias in cost 

data leads an algorithm 

to underestimate 

health care needs of 

Black patients.
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Yes, this will be difficult, but: 

Science and technology have 
accomplished an enormous amount 

We have a resourceful and well-
resourced scientific establishment 

If we want to do this, we can 

Our patients deserve better


