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Research Findings 











• Principal reason for the hospitalization: the disparities 
in outcomes for women and ethnic groups are persistent

• Ethnic groups have poorer outcomes and are less likely 
to have routine discharges. 

• These disparities have persisted over time suggesting 
that without conscious effort to personalize care for 
women and diverse groups with diabetes, their outcomes 
are unlikely to improve.

• Differential impact of diabetes on physiology and 
treatment in women versus men.

• Homogeneity in patients and comorbidities is rare 
given the variability in demographic characteristics







• Longer stay lengths, comorbid conditions affected HIV
• patient outcomes. 

• Mental disorders generally results in a decrease in 
both LOS and total charges. 

• Patients with mental illness are more likely to be 
transferred to other facilities so that their true LOS will 
not be observed. 

• The most important conditions were drug related
• mental disorders (304, 305), mood disorders (296),
• depression (311) and anxiety (300). 

• Health services delivery approach to adherence and 
treatment to better address chronic diseases and their 
severity with comorbidity.



Cluster Name Description Document 
Frequency

Percentage of 
Sample

1 Age
Age factors in 
mental health 
experiences

7 4%

2 Race
Racial factors in 
mental health 
experiences

30 18%

3 Crime

Factors related to 
crime that lead to 

mental health 
experiences

3 2%

4 Servic
es

What institutions 
are doing to assist 
with mental health 

experiences

113 68%

5 After
math

What happens after 
a mental health 

experience
4 2%

6 Victim

Factors related to 
victimization that 

lead to mental 
health experiences

8 5%



When Race 
(Inclusion) is 
Excluded

• Race-blinded algorithms may be well-
intended  
• Race-blinded ----à heighten disparate 

conditions/experiences/health outcomes
• Race-blinded ----àheighten structural 

inequities 
• Race-blinded---à health costs as a proxy for 

health needs
• Fewer resources spent on Black patients who have 

the same level of need
• Algorithm falsely concludes that Black patients are 

healthier than equally sick White patients 
(Obermeyer, et al 2019 in Science)



So, What Was/Is Missing?
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Parting Thoughts on It’s Not Just A Data 
Issue







Data Science Inclusion

Health Disparities (De)Colonization 



The Lived Experience & Algorithmic Biases - Fairness

Small Data
Social 

Determinants of 
Health 

Place and Space

Ecosystem 
Thinking

Data Sanitation
Training Data

Validation Data
Test Data

Context Matters
• Augmentation of AI 

Findings/Results 
Interpretation 

Design Justice: Centering Race in Design

Overfitting vs Underfitting Has Implications.
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